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ProblemDefinition

Consider a communication network, for example, the net-
work of cities across the country connected by commu-
nication links. There are several sender-receiver pairs on
this network that wish to communicate by sending traf-
fic across the network. The problem deals with routing all
the traffic across the network such that no link in the net-
work is overly congested. That is, no link in the network
should carry too much traffic relative to its capacity. The
obliviousness refers to the requirement that the routes in
the network must be designed without the knowledge of
the actual traffic demands that arise in the network, i. e. the
route for every sender-receiver pair stays fixed irrespective
of how much traffic any pair chooses to send. Designing
a good oblivious routing strategy is useful since it ensures
that the network is robust to changes in the traffic pattern.

Notations

Let G = (V ; E) be an undirected graph with non-negative
capacities c(e) on edges e 2 E. Suppose there are k source-
destination pairs (si ; ti ) for i = 1; : : : ; k and let di denote
the amount of flow (or demand) that pair i wishes to send
from si to ti. Given a routing of these flows on G, the con-
gestion of an edge e is defined as u(e)/c(e), the ratio of the
total flow crossing edge e divided by its capacity. The con-
gestion of the overall routing is defined as the maximum
congestion over all edges. The congestion minimization
problem is to find the routing that minimizes the maxi-
mum congestion. Observe that specifying a flow from si

to ti is equivalent to finding a probability distribution (not
necessarily unique) on a collection of paths from si to ti.

The congestion minimization problem can be studied
in many settings. In the offline setting, the instance of the
flow problem is provided in advance and the goal is to
find the optimum routing. In the on line setting, the de-
mands arrive in an arbitrary adversarial order and a flow
must be specified for a demand immediately upon arrival;
this flow is fixed forever and cannot be rerouted later when
new demands arrive. Several distributed approaches have
also been studied where each pair routes its flow in a dis-
tributed manner based on some global information such
as the current congestion on the edges.

In this note, the oblivious setting is considered. Here
a routing scheme is specified for each pair of vertices in ad-
vance without any knowledge of which demandswill actu-
ally arrive. Note that an algorithm in the oblivious setting
is severely restricted. In particular, if di units of demand
arrive for pair (si ; ti ), the algorithmmust necessarily route
this demand according to the pre-specified paths irrespec-
tive of the other demands or any other information such as
congestion of other edges. Thus given a network graph G,
the oblivious flows need to be computed just once. Af-
ter this is done, the job of the routing algorithm is triv-
ial; whenever a demand arrives, it simply routes it along
the pre-computed path. An oblivious routing scheme is
called c-competitive if for any collection of demandsD, the
maximum congestion of the oblivious routing is no more
than c times the congestion of the optimum offline solu-
tion for D. Given this stringent requirement on the quality
of oblivious routing, it is not a priori clear that any reason-
able oblivious routing scheme should exist at all.

Key Results

Oblivious routing was first studied in the context of per-
mutation routing where the demand pairs form a per-
mutation and have unit value each. It was shown that
any oblivious routing that specifies a single path (in-
stead of a flow) between every two vertices must neces-
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sarily perform badly. This was first shown by Borodin and
Hopcroft [6] for hypercubes and the argument was later
extended to general graphs by Kaklamanis, Krizanc and
Tsantilas [12], who showed the following.

Theorem 1 ([6,12]) For every graph G of size n and max-
imum degree d and every oblivious routing strategy using
only a single path for every source-destination pair, there
is a permutation that causes an overlap of at least (n/d)1/2

paths at some node. Thus if each edge in G has unit capacity,
the edge congestion is at least (n/d)1/2/d.

Since there exists constant degree graphs such as the but-
terfly graphs that can route any permutation with loga-
rithmic congestion, this implies that such oblivious rout-
ing schemes must necessarily perform poorly on certain
graphs.

Fortunately, the situation is substantially better if the
single path requirement is relaxed and a probability dis-
tribution on paths (equivalently a flow) is allowed be-
tween each pair of vertices. In a seminal paper, Valiant and
Brebner [17] gave the first oblivious permutation routing
scheme with low congestion on the hypercube. It is in-
structive to consider their scheme. Consider an hypercube
with N = 2n vertices. Represent vertex i by the binary ex-
pansion of i. For any two vertices s and t, there is a canon-
ical path (of length at most n = logN) from s to t obtained
by starting from s and flipping the bits of s in left to right
order to match with that of t. Consider routing scheme
that for a pair s and t, it first chooses some node p uni-
formly at random, routes the flow from s to p along the
canonical path, and then routes it again from p to t along
the canonical path (or equivalently it sends 1/N units of
flow from s to each intermediate vertex p and then routes
it to t). An relatively simple analysis shows that

Theorem 2 ([17]) The above oblivious routing scheme
achieves a congestion of O(1) for hypercubes.

Subsequently, oblivious routing schemes were proposed
for few other special classes of networks. However, the
problem of designing oblivious routing schemes for gen-
eral graphs remained open until recently, when in a break-
through result Räcke showed the following.

Theorem 3 ([15]) For any undirected capacitated graph
G = (V ; E), there exist an oblivious routing scheme with
congestion O(log3 n)where n is the number of vertices in G.

The key to Räcke’s theorem is a hierarchical decompo-
sition procedure of the underlying graph (described in
further detail below). This hierarchical decomposition is
a fundamental combinatorial result about the cut struc-
ture of graphs and has found several other applications,

some of which are mentioned in Section “Applications”.
Räcke’s proof of Theorem 3 only showed the existence of
a good hierarchical decomposition and did not give an ef-
ficient polynomial time algorithm to find it. In subsequent
work, Harrelson, Hildrum and Rao [11] gave a polyno-
mial time procedure to find the decomposition and im-
proved the competitive ratio of the oblivious routing to
O(log2 n log log n).

Theorem 4 ([11]) There exists an O(log2 n log log n)-
competitive oblivious routing scheme for general graphs and
moreover it can be found in polynomial time.

Interestingly, Azar et al. [4] show that the problem of find-
ing the optimum oblivious routing for a graph can be for-
mulated as a linear program. They consider a formulation
with exponentially many constraints; one for each possi-
ble demand matrix that has optimum congestion 1, that
enforces that the oblivious routing should have low con-
gestion for this demand matrix. Azar et al. [4] give a sep-
aration oracle for this problem and hence it be solved
using the ellipsoid method. A more practical polynomial
size linear program was given later by Applegate and Co-
hen [2]. Bansal et al. [5] considered a more general vari-
ant referred to as the online oblivious routing that can
also be used to find an optimum oblivious routing. How-
ever, note that without Räcke’s result, it would not be clear
whether these optimum routings were any good. More-
over these techniques do not give a hierarchical decom-
position, and hence may be less desirable in certain con-
texts. On the other hand, they may be more useful some-
times since they produce an optimum routing (while [11]
implies an O(log2 n log log n)-competitive routing for any
graph, the best oblivious routing could have a much better
guarantee for a specific graph).

Oblivious routing has also been studied for directed
graphs, however the situation is much worse here. Azar
et al. [4] show that there exist directed graphs where any
oblivious routing is˝(

p
n) competitive. Some positive re-

sults are also known [10]. Hajiaghayi et al. [8] show a sub-
stantially improved guarantee of O(log2 n) for directed
graphs in the random demands model. Here each source-
sink pair has a distribution (that is known by the algo-
rithm) from which it chooses its demand independently.
A relaxation of oblivious routing known as semi-oblivious
routing has also been studied recently [9].

Techniques

This section describes the high level idea of Räcke’s result.
For a subset S � V , let cap(S) denote the total capacity
of the edges that cross the cut (S;V n S) and let dem(S)
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denote the total demand that must be routed across the
cut (S;V n S). Observe that q = maxS�V dem(S)/cap(S) is
a lower bound on the congestion of any solution. On the
other hand, the key result [3,13] relatingmulti-commodity
flows and cuts implies that there is a routing such that the
maximum congestion is at most O(q log k) where k is the
number of distinct source sink pairs. However, note that
this by itself does not suffice to obtain good oblivious rout-
ings, since a pair (si ; ti ) can have different routing for dif-
ferent demand sets. The main idea of Räcke was to impose
a tree like structure for routing on the graph to achieve
obliviousness. This is formalized by a hierarchical decom-
position described below.

Consider a hierarchical decomposition of the graph
G = (V ; E) as follows. Starting from the set S = V , the sets
are partitioned successively until each set becomes single-
ton vertex. This hierarchical decomposition can be viewed
naturally as a tree T, where the root corresponds to the
set V , and leaves corresponds to the singleton sets {v}.
Let Si denote the subset of V corresponding to node i in
T. For an edge (i; j) in the tree where i is the child of j,
assign it a capacity equal to cap(Si) (note that this is the
capacity from Si to the rest of G and not just capacity be-
tween Si and Sj in G). The tree T is used to simulate rout-
ing in G and vice versa. Given a demand from u to v in G,
consider the corresponding (unique) route among leaves
corresponding to {u} and {v} in T. For any set of demands,
it is easily seen that the congestion in T is nomore than the
congestion in G. Conversely, Räcke showed that there also
exists a tree T where the routes in T can be mapped back
to flows in G, such that for any set of demands the con-
gestion in G is at most O(log3 n) times that in T. In this
mapping a flow along the (i; j) in the tree T corresponds
to a suitably constructed flow between sets Si and Sj in G.
Since route between any two vertices in T is unique, this
gives an oblivious routing in G.

Räcke uses very clever ideas to show the existence of
such a hierarchical decomposition. Describing the con-
struction is beyond the scope of this note, but it is instruc-
tive to understand the properties that must be satisfied by
such a decomposition. First, the tree T should capture the
bottlenecks in G, i. e. if there is a set of demands that pro-
duces high congestion in G, then it should also produce
a high congestion in T. A natural approach to construct T
would be to start with V , split V along a bottleneck (for-
mally, along a cut with low sparsity), and recurse. How-
ever, this approach is too simple to work. As discussed
below, T must also satisfy two other natural conditions,
known as the bandwidth property and the weight property
which are motivated as follows. Consider a node i con-
nected to its parent j in T. Then, i needs to route dem(Si )

flow out of Si and it incurs congestion dem(Si )/cap(Si ) in
T. However, when T is mapped back to G, all the flow go-
ing out of Si must pass via Sj. To ensure that the edges
from Si to Sj are not overloaded, it must be the case that
the capacity from Si to Sj is not too small compared to the
capacity from Si to the rest of the graph V n Si . This is
referred to as the bandwidth property. Räcke guarantees
that this is ratio is always ˝(1/ log n) for every Si and Sj
corresponding to edges (i; j) in the tree. The weight prop-
erty is motivated as follows. Consider a node j in T with
children i1; : : : ; ip, then the weight property essentially re-
quires that the sets Si1 ; : : : ; Sip should be well connected
among themselves even when restricted to the subgraph
Sj. To see why this is needed, consider any communication
between, say nodes i1 and i2 in T. It takes the route i1 to j
to i2, and hence in G; Si1 cannot use edges that lie outside
Sj to communicate with Si2 . Räcke shows that these con-
ditions suffice and that a decomposition can be obtained
that satisfies them.

The factor O(log3 n) in Räcke’s guarantee arises from
three sources. The first logarithmic factor is due to the
flow-cut gap [3,13]. The second is due to the logarithmic
height of the tree, and the third is due to the loss of a loga-
rithmic factor in the bandwidth and weight properties.

Applications

The problem has widespread applications to routing in
networks. In practice it is often required that the routes
must be a single path (instead of flows). This can often be
achieved by randomized rounding techniques (sometimes
under an assumption that the demands to capacity ratios
be not too large). The flow formulation provides a much
cleaner framework for studying the problems above.

Interestingly, the hierarchical decomposition also
found widespread uses in other seemingly unrelated ar-
eas such as obtaining good pre-conditioners for solving
systems of linear equations [14,16], for the all-or-nothing
multicommodity flow problem [7], online network opti-
mization [1] and so on.

Open Problems

It is possible that any graph has an O(log n) competitive
oblivious routing scheme. Settling this is a key open ques-
tion.

Cross References

� Routing
� Separators in Graphs
� Sparsest Cut
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ProblemDefinition

Wireless sensor networks are composed of many small de-
vices called sensor nodes with sensing, computing and ra-
dio frequency communication capabilities. Sensor nodes
are typically deployed in an ad hoc manner and use their
sensors to collect environmental data. The emerging net-
work collectively processes, aggregates and propagates
data to regions of interest, e. g. from a region where an
event is being detected to a base station or a mobile user.
This entry is concerned with the data propagation duty of
the sensor network in the presence of obstacles.

For different reasons, including energy conservation
and limited transmission range of sensor nodes, informa-
tion propagation is achieved via multi-hop message trans-
mission, as opposed to single-hop long range transmis-
sion. As a consequence, message routing becomes neces-
sary. Routing algorithms are usually situated at the net-
work layer of the protocol stack where the most important
component is the (dynamic) communication graph.

Definition 1 (Communication graph) A wireless sensor
network is viewed as a graph G = (V ; E) where vertexes
correspond to sensor nodes and edges represent wireless
links between nodes.

Wireless sensor networks have stringent constraints that
make classical routing algorithms inefficient, unreliable
or even incorrect. Therefore, the specific requirements of
wireless sensor networks have to be addressed [2] and geo-
graphic routing offers the possibility to design particularly
well adapted algorithms.

Geographic Routing

A geographic routing algorithm takes advantage of the fact
that sensor nodes are location aware, i. e. they know their
position in a coordinate system following the use of a lo-
calization protocol [7]. Although likely to introduce a sig-
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nificant overhead, the use of a localization protocol is also
likely to be inevitable inmany applications where environ-
mental data collected by the sensors would be useless if not
related to some geographical information. For those ap-
plications, node location awareness can be assumed to be
available for routing purposes at no additional cost.

The Power of Simple Geographic Routing The early
“most forward within range” (MFR) or greedy geographic
routing algorithms [14] route messages by maximizing,
at each hop, the progress on a projected line towards
the destination or, alternatively, minimizing the remain-
ing distance to the message’s destination. Both of these
greedy heuristics are referred to as greedy forwarding (GF).
Greedy forwarding is a very appealing routing technique
for wireless sensor networks. Among explanations for the
attractiveness of GF are the following. (1) GF, as is al-
most imperatively required, is fully distributed. (2) It is
lightweight in the sense that it induces no topology con-
trol overhead. (3) It is all-to-all (as opposed to all-to-one).
(4) Making no assumptions on the structure of the com-
munication graph, which can be directed, undirected, sta-
ble or dynamic (e. g. nodes may be mobile or wireless links
may appear and disappear, for example following environ-
mental fluctuation or as a consequence of lower protocol
stack layers such as sleep/awake schemes for energy saving
purposes), it is robust. (5) It is on-demand: no routing table
or gradient has to be built prior to message propagation.
(6) Efficiency is featured as messages find short paths to
their destination in terms of hop count. (7) It is very sim-
ple and thus easy to implement. (8) It ismemory efficient in
the sense that (8a) the only information stored in the mes-
sage header is the message’s destination and that (8b) it is
“ecologically sound” because no “polluting” information is
stored on the sensor nodes visited by messages.

Problem Statement

Although very appealing, GF suffers from a major flaw:
when a message reaches a local minimum where no fur-
ther progress towards the destination is possible the rout-
ing algorithm fails. There are two major reasons for the
occurrence of local minimums: routing holes [1] and ob-
stacles.

Definition 2 The so called routing holes are low density
regions of the network where no sensor nodes are available
for next-hop forwarding.

Even in uniform-randomly deployed networks, routing
holes appear as the manifestation of statistical variance of
node density. Although increasing as network density di-

minishes, routing holes have a severe impact on the per-
formance of GF even for very high density networks [12].

Definition 3 A transmission blocking obstacle is a region
of the network where no sensors are deployed and through
which radio signals do not propagate.

Clearly, large obstacles lying between a message and its
destination tend to make GF fail.

The problem reported in this entry is to find a geo-
graphic routing algorithm that maintains the advantages
of greedy forwarding listed in Sect. “Geographic Rout-
ing” such as simplicity, light weight, robustness and effi-
ciency while overcoming its weaknesses: the inability to es-
cape local minimum nodes created by routing holes and
large transmission blocking obstacles such as those seen in
Fig. 1.

Problem 1 (Escaping routing holes) The first problem is
to route messages out of the many routing holes which are
statistically doomed to occur even in dense networks.

Problem 2 (Contouring obstacles) The second problem
is to design a protocol capable of routing messages around
large transmission blocking obstacles.

Problem 1 can be considered a simplified instance of prob-
lem 2. Lightweight solutions to problem 1 have been previ-
ously proposed, usually using limited backtracking [6] or
controlled flooding combined with a GF heuristic [4,13].
However, as shown in [5] where an integrated model for
obstacles is proposed and where different algorithms are
compared with respect to their obstacle avoidance capa-
bility, those solutions do not satisfactorily solve problem 2
in the sense that only small and simple obstacles are effi-
ciently bypassed.

Key Results

In [12] a new geographic routing around obstacles (GRIC)
algorithmwas proposed to address the problems described
in the previous section.

Basic Idea of the Algorithm

In GF, the strategy is to always propagate the message to
the neighbor that maximizes progress towards the destina-
tion. Similarly, GRIC also maximizes progress in a cho-
sen direction. However, this direction is not necessarily
the message’s destination but an ideal direction of progress
which has to be computed according to one of two pos-
sible strategies: the inertia mode or the rescue mode de-
scribed below. Finally, it was found that performance is
better in the presence of slightly unstable networks, c. f.
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Obstacle Avoidance Algorithms inWireless Sensor Networks, Figure 1
Typical path followed by GRIC to bypass certain obstacles

Result 4, and thus in the case where the communication
graph is very stable it is recommended to use a random-
ized version of GRIC where nodes about to take a routing
decision randomly mark as either passive or active each
outbound wireless link of the communication graph. Only
active wireless links can be used for message propagation,
and link status is re-evaluated each time a new routing de-
cision is taken. Marking links as active with a probability
of p = 0:95 was found to be a good choice for practical
purposes [12].

Inertia Mode The idea of the inertia mode is that a mes-
sage should have a strong incentive to go towards its des-
tination but this incentive should be moderated by one
to follow the straight ahead direction of current motion
“. . . like a celestial body in a planet system . . . ” [12]. The
inertia mode aims at making messages follow closely the

perimeter of routing holes and obstacles in order to even-
tually bypass them and ensure final routing to the destina-
tion. To implement the inertia mode, a single additional
assumption is made: sensor nodes should be aware of the
position of the node from which they receive a message.
As an example, this could be done by piggy-backing this
1-hop away routing path history in the message header.
Knowing its own position p, the message’s destination and
the 1-hop away previous position of the message a sen-
sor node can compute the vectors vcur and vdst starting at
position p and pointing in the direction of current motion
and the direction to the message’s destination respectively.
The inertia mode defines the ideal direction of progress,
vidl, as a vector starting at point p and lying “somewhere in
between” vcur and vdst. More precisely, let ˛ be the only
angle in [�
; 
[ such that vdst is obtained by applying
a rotation of angle ˛ to vcur, then vidl is the vector ob-
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tained by applying a rotation of angle ˛0 to vcur, where
˛0 = sign(˛) � min

˚
�
6 ; j˛j

�
. Finally, the message is greed-

ily forwarded to the neighbor node maximizing progress
in the computed ideal direction of progress vidl.

Rescue Mode In order to improve overall performance
and to bypass complex obstacles, the rescue mode imitates
the right-hand rule (RHR) which is a well known wall fol-
lower technique to find one’s way out of a maze. A high-
level description of the RHR component of GRIC is given
below while details will be found in [12]. In GRIC, the
RHR makes use of a virtual compass and a flag. The vir-
tual compass assigns to vcur a cardinal point value, treating
themessage’s destination as the north. Considering the an-
gle ˛ defined in the previous section, the compass returns
a string x-y with x equal to north or south if |˛| is smaller
or greater than �

2 respectively, while y is equal to west or
east if ˛ is negative or positive respectively. The first time
the compass returns a south value, the flag is raised and
taggedwith the (x; y) value of the compass. Raising the flag
means that the message is being routed around an obstacle
using the RHR rule if the compass indicates south-west. In
the case where the compass indicates south-east, a sym-
metric case not discussed here for brevity is applied using
the left-hand rule (LHR) instead of the RHR. Once the flag
is raised, it stays up with its tag unchanged until the com-
pass indicates north, meaning that the obstacle has been
bypassed. In fact, a small optimization can be made by
lowering the flag only if the compass points to the north-
west (in the case of the RHR) and not if it points north-
east, but c.f. [12] for details. According to the RHR the ob-
stacle’s perimeter should be followed closely and kept on
the right side of the message’s current direction. If ever the
compass and the flag’s tag disagree, i. e. if the flag is tagged
with south-west and the compass returns south-east, it is
assumed that the message is turning left too much, that
it risks going away from the obstacle and that the RHR is
at risk of being violated (a symmetric case applies for the
LHR). When this is so, GRIC responds by calling the res-
cuemodewhich changes the default way of computing vidl:
in rescuemode themessage is forced to turn right (or left if
the LHR is applied), by defining vidl as the vector obtained
by applying to vcur a rotation of angle ˛00 (instead of ˛0 in
inertia mode) where ˛00 = �sign(˛)(2
 � j˛j)/6.

Main Findings

The performance of GRIC was evaluated through simu-
lations. The main parameters were the presence (or ab-
sence) of different shapes of large communication block-
ing obstacles and the network density which ranged from

very low to very high and controls the average degree of
the communication graph and the occurrence of routing
holes. The main performance metrics were the success
rate, i. e. the percentage of messages routed to destination,
and the path length. The main findings are that GRIC ef-
ficiently, i. e. using short paths, bypasses routing holes and
obstacles but that in the presence of hard obstacles, the
performance decreases with network density. In Figure 1,
typical routing paths found by GRIC for different obstacle
shapes are illustrated, c. f. [12] for details on the simulation
environment.

Result 1 In the absence of obstacles, routing holes are by-
passed for every network density: The success rate is close
to 100% as long as the source and the destination are
connected. Also, routing is efficient in the sense that path
lengths are very short.

Result 2 Some convex obstacles such as the one in Fig. 1b
are bypassed with almost 100% success rate and using short
paths, even for low densities.When the density gets very low
performance diminishes: If the density gets below the criti-
cal level guaranteeing the communication graph to be con-
nected with high probability, then the success probability di-
minishes quickly and successful routings use longer routing
paths.

Result 3 Some large concave obstacles such as those in
Fig. 1c and d are efficiently bypassed. However, when fac-
ing such obstacles performance becomes more sensitive to
network density. The success rate drops and routing paths
become longer when the density gets below a certain level
depending on the exact obstacle shape.

Result 4 (Robustness) Similarly to GF, GRIC is robust to
link instability. Furthermore, it was observed that limited
link instability has a significantly positive impact on per-
formances. This can be understood as the fact that messages
are less likely to enter endless routing loops in a “hot” system
than in a “cold” system.

Applications

Replacement for Greedy Forwarding

Because it makes no compromise with the advantages of
GF except the fact that it may be somehow more compli-
cated to implement and because it overcomes GF’s main
limitations, GRIC can probably replace GF for most rout-
ing scenarios including but not exclusively wireless sen-
sor networks. As an example opportunistic-routing strate-
gies [11] could be applied to GRIC rather than to GF.
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Wireless Sensor Networks with Large Obstacles

GRIC successfully bypasses large communication blocking
obstacles. However, it does so efficiently only if the net-
work density is high enough. This suggests that the ob-
stacle avoidance feature of GRIC may be more useful for
dense wireless networks than for sparse networks. Wire-
less sensor networks are an example of networks which are
usually considered to be dense.

Dynamic Networks

There exist some powerful alternatives to GRIC such as
the celebrated guaranteed delivery protocols GFG [3],
GPSR [8] or GOAFR [10]. Those protocols rely on a pla-
narization phase such as the lazy cross-link detection pro-
tocol (CLDP) [9]. LCR implies significant topology main-
tenance overhead which would be amortized over time
if the network is stable enough. On the contrary, if the
network is highly dynamic the necessity for frequent up-
dates could make this topology maintenance overhead
prohibitive. GRIC may thus be a preferable choice for dy-
namic networks where the communication graph is not
a stable structure.

Open Problems

(1) Hard concave obstacles such as the one in Figure 1d
are still a challenge for lightweight protocol since in this
configuration GRIC’s performance is strongly dependent
on network density. (2) Low to very low densities are chal-
lenging when combined with large obstacles, even when
they are “simple” convex obstacles like the one in Fig-
ure 1b. (3) The problem reported in this entry in the case
of 3-dimensional networks is open. Inertia may be of some
help, however the virtual compass and the right-hand
rule seem quite strongly depend-ant on the 2-dimensional
plane. (4) GRIC is not loop free. A mechanism to detect
loops or excessively long routing paths would be quite im-
portant for practical purposes. (5) The understanding of
GRIC could be improved. Analytical results are lacking
and new metrics could be considered such as network life-
time, energy consumption or traffic congestion.
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ProblemDefinition

Here is a precise definition of BST algorithms and their
costs. This model is implied by most BST papers, and de-
veloped in detail by Wilber [22]. A static set of n keys is
stored in the nodes of a binary tree. The keys are from
a totally ordered universe, and they are stored in symmet-
ric order. Each node has a pointer to its left child, to its
right child, and to its parent. Also, each node may keep
o(log n) bits of additional information but no additional
pointers.

A BST algorithm is required to process a sequence
of m accesses (without insertions or deletions), S = s1; s2;
s3; s4 : : : sm . The ith access starts from the root and follows
pointers until si is reached. The algorithm can update the
fields in any node or rotate any edges that it touches along
the way. The cost of the algorithm to execute an access se-
quence is defined to be the number of nodes touched plus
the number of rotations.

Let A be any BST algorithm, define A(S) as the cost
of performing sequence S and OPT(S; T0) as the mini-
mum cost to perform the sequence S. An algorithm A
is T-competitive if for all possible sequences S, A(S) �
T � OPT(S; T0) + O(m + n).

Since the number of rotation needed to change any bi-
nary tree of n keys into another one (with the same n keys)
is at most 2n � 6 [4,5,12,13,15]. It follows that OPT(S; T0)
differs from OPT(S; T 00) by atmost 2n � 6. Thus, ifm > n,
then the initial tree can only affect the constant factor.

Key Results

The interleave bound is a lower bound on OPT(S; T0) that
depends only on S. Consider any binary search tree P of all
the elements in T0. For each node y in P, define the left side
of y includes all nodes in y’s left subtree and y. And define
the right side of y includes all nodes in y’s right subtree. For
each node y, label each access si in S by whether it is in the
left or right side of y, ignoring all accesses not in y’s sub-
tree. Denote the number of times the label changes for y as
IB(S; y). The interleave bound IB(S) is

P
y IB(S; y).

Theorem 1 (Interleave Lower Bound [6,22]) IB(S)/2�n
is a lower bound on OPT(S; T0).

Demaine et al observes that it is impossible to use this
lower bound to improve the competitive ratio beyond
	(log log n).

Theorem 2 (Tango is O(log log n)-competitive BST [6])
The running time of Tango BST on a sequence S of m ac-
cesses is O((OPT(S; T0)) + n) � (1 + log log n)).

Applications

Binary search tree (BST) is one of the oldest data structures
in the history of computer science. It is frequently used to
maintain an ordered set of data. In the last 40 years, many
specialized binary search trees have been designed for spe-
cific applications. Almost every one of them supports ac-
cess, insertion and deletion in worst-case O(log n) time on
average for random sequences of access. This matches the
best theoretically possible worst-case bound. For most of
these data structures, a random sequence ofm accesses will
use	(m log n) time.

While it is impossible to have better asymptotic per-
formance for a random sequence of m accesses, many of
the real world access sequences are not random. For in-
stance, if the set of accesses are randomly drawn from
a small subset of k element, it’s possible to answer all the
accesses in O(m log k) time. A notable binary search tree
is Splay Tree. It is proved to perform well for many ac-
cess patterns [2,3,8,14,16,17,18]. As a result, Sleator and
Tarjan [14] conjectured that splay tree isO(1)-competitive
to the optimal off-line BST. After more than 20 years, the
conjecture remains an open problem.

Over the years, several restricted types of optimality
have been proved. Many of these restrictions and usage
patterns are based on real world applications. If each ac-
cess is drawn independently at random from a fixed distri-
bution, D, Knuth [11] constructed a BST based on D that
is expected to run in optimal time up to a constant factor.
Sleator and Tarjan [14] achieve the same bound without
knowing D ahead of time. Other types includes key-inde-
pendent optimality [10] and BST with free rotations [1].

In 2004, Demaine et al suggested searching for alter-
native BST algorithms that have small but non-constant
competitive factors [6]. They proposed Tango, the first
data structure proved to achieve a non-trivial competitive
factor of O(log log n). This is a major step toward develop-
ing aO(1)-competitive BST, and this line of research could
potentially replace a large number of specialized BSTs.

Open Problems

Following this paper, several newO(log log n)-competitive
BST have emerged [9,21]. A notable example is Multi–
Splay Trees [21]. It generalizes the interleave bound to
include insertions and deletions. Multi–Splay Trees also
have many theorems analogous to Splay Trees [20,21],
such as the access lemma and the working set theorem.
Wang [21] conjectured that Multi-Splay Trees is O(1)-
competitive, but it remains an open problem.

Returning to the original motivation for this research,
the problem of finding an o(log log n)-competitive on-line
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BST remains open. Several attempts have been made to
improve the lower bound [6,7,22], but none of them have
led to a lower competitive ratio. Even in the off-line model,
the problem of finding an O(1)-competitive BST is diffi-
cult. The best known off-line constant competitive algo-
rithm uses dynamic programming and requires exponen-
tial time.

Cross References

� B-trees
� Degree-Bounded Trees
� Dynamic Trees
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An extremal problem in recursive combinatorics

ProblemDefinition

Online interval coloring is a graph coloring problem. In
such problems the vertices of a graph are presented one by
one. Each vertex is presented in turn, along with a list of its
edges in the graph, which are incident to previously pre-
sented vertices. The goal is to assign colors (which without
loss of generality are assumed to be non-negative integers)
to the vertices, so that two vertices which share an edge re-
ceive different colors, and the total number of colors used
(or alternatively, the largest index of any color that is used)
is minimized. The smallest number of colors, for which the
graph still admits a valid coloring, is called the chromatic
number of the graph.

The interval coloring problem is defined as follows. In-
tervals on the real line are presented one by one, and the
online algorithm must assign each interval a color before
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the next interval arrives, so that no two intersecting inter-
vals receive the same color. The goal is again to minimize
the number of colored used to color any interval. The last
problem is equivalent to coloring of interval graphs. These
are graphs which have a representation (or realization)
where each interval represents a vertex, and two vertices
share an edge if and only if they intersect. It is assumed
that the interval graph arrives online together with its re-
alization.

Given an interval graph, denote the size of the largest
cardinality clique (complete subgraph) in it by !. Interval
graphs have the special property that in a realization, the
set of vertices in a clique have a common point in which
they all intersect.

Before discussing the online problem, some properties
of interval graphs need to be stated. There exists a simple
offline algorithm which produces an optimal coloring of
interval graphs. An algorithm applies First Fit, if each time
it needs to assign a color to an interval, it assigns a smallest
index color which still produces a valid coloring. The op-
timal algorithm simply considers intervals sorted from left
to right by their left endpoints, and applies First Fit. Note
that the resulting coloring never uses more than ! colors.
Indeed, interval graphs are perfect1.

However, once intervals arrive online in an arbitrary
order, it is impossible to design an optimal coloring. Con-
sider a simple example where the two intervals [1,3] and
[6,8] are introduced. If they are colored using two dis-
tinct colors, this is already sub-optimal, since using the
same color for both of them is possible. However, if the se-
quence of intervals is augmentedwith [2,5] and [4,7], these
two new intervals cannot receive the color of the previous
intervals, or the same color for both new intervals. Thus
three colors are used, even though a valid coloring using
two colors can be designed. Note that even if it is known
in advance that the input can be colored using exactly two
colors, not knowing whether the additional intervals are
as defined above, or alternatively, a single interval [2,7] ar-
rives instead, leads to the usage of three colors instead of
only two.

Online coloring is typically hard, which already ap-
plies to some simple graph classes such as trees. This is
due to the lower bound of ˝(log n), given by Gyárfás
and Lehel [9] on the competitive ratio of online color-
ing of trees. There are very few classes for which constant
bounds are known. One such class is line graphs, for which
Bar-Noy, Motwani and Naor [3] showed that First-Fit is

1A graph G is perfect if any induced subgraph of G, G0 (includ-
ing G), can be colored using !(G0) colors, where !(G0) is the size of
the largest cardinality clique in G0. (For any graph, ! is a clear lower
bound on its chromatic number).

2-competitive (specifically it uses at most 2 � opt�1 colors,
where OPT is the number of colors in an optimal coloring),
and this is best possible. This result was later generalized
to k � opt � k + 1 for (k + 1)-claw free graphs by [6] (note
that line graphs are 3-claw free).

Key Results

The paper of Kierstead and Trotter [11] provides a solu-
tion to the online interval coloring problem. They show
that the best possible competitive ratio is 3 which is
achieved by an algorithm they design.More accurately, the
following theorem is proved in the paper.

Theorem 1 Given an interval graph which is introduced
online, and presented via its realization, any online algo-
rithm uses at least 3! � 2 colors to color the graph, and
there exists an algorithm which achieves this bound.

In the sequel the algorithm and the lower bound construc-
tion are described. Note that the algorithm does not need
to know ! in advance. Moreover, even though the algo-
rithm is deterministic, it was shown in [12] that the lower
bound of 3 on the competitive ratio of online algorithms
for interval coloring holds for randomized algorithms as
well. Thus [11], gives a complete solution for the problem!

The main idea of the algorithm is creation of “levels”.
At the time of arrival of an interval, it is classified into
a level as follows. Denote by Ak the union of sets of inter-
vals which currently belong to all levels 1; : : : ; k. Intervals
are classified so that the largest cardinality clique in Ak is
of size k. Thus, A1 is simply a set of non-intersecting in-
tervals. On arrival of an interval, the algorithm finds the
smallest k such that the new interval can join level k, with-
out violating the rule above. It can be shown that each level
can be colored using two colors by an offline algorithm.
Since the algorithm defined here is online, such a coloring
cannot be found in general (see example above). However
it is shown in [11] that at most three colors are required
for each such level, and a coloring using three colors can
be found by applying First Fit on each level (with disjoint
sets of colors). Moreover, the first level can always colored
using a single color, and ! is equal exactly to the number
of levels. Thus a total number of colors, which is at most
3! � 2, is used.

Next, the deterministic lower bound is sketched. The
idea is to create levels as in the algorithm. The levels are
called phases. Each phase increases the largest clique size
by 1, until the value ! is reached. Moreover, every phase
(except for the first one) increases the number of colors
used by the algorithm by 3.
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After each phase was created, some parts of the line are
shrunk into single points. Given a point p, that is a result
of shrinking an interval [a; b]. Every interval presented in
the past which is contained in [a; b] is also shrunk into p
and therefore such a point inherits a list of colors which
no interval that contains it can receive. This is done for
simplicity of the proof and means that for a given point p
that is the result of shrinking, either contains all intervals
that were shrunk into this point, or it has no overlap with
any of them.

The sequence construction stops once 3! � 2 colors
have been used. Therefore it can be assumed that an initial
palette of 3!�3 colors is given, where these colored can all
be used by the algorithm. The ith color ever used is called
color number i. As soon as color 3! � 2 is used (even if it
is before the construction is completed), the construction
stops. The constructed input has a maximum clique is of
size (at most) !.

The sequence starts with introducing a large enough
number of intervals N, this is phase 0. Since the algorithm
is using at most 3! � 3 colors, this means that there exists
a set of N/(3!�3) intervals that share the exact same color.
All intervals are shrunk into single points. Later phases re-
sult in additional points.

Next, phase i < ! is defined. The phases are con-
structed in a way that in the beginning of phase i there is
a large enough number of points that contain a given set
of 3i � 2 colors (points of interest). Without loss of gener-
ality, assume that these are colors 1 : : : ; 3i � 2 where the
size of the largest clique is i. There exist some other points
containing other sets of i colors, or sets of at most i � 1
colors. All these points are called void points. At this time,
the points of interest are partitioned into consecutive sets
of four.

Next, some additional intervals are defined, increasing
the size of largest clique by exactly one. Given a set of four
points a1; a2; a3; a4, let b be the leftmost void point on the
right hand side of a1, between a1 and a2. If no such point
exists, then let b = (a1 + a2)/2. Similarly, let c be the right-
most void point between a3 and a4, and if no such point
exists then c = (a3 + a4)/2. Let d be a point between a2 and
a3 that is not a void point. The intervals I1 = [a1; (a1+b)/2]
and I2 = [(c + a4)/2; a4] are introduced. Clearly none of
them may receive one of the currently used 3i � 2 col-
ors. If they both receive the same new color, the inter-
vals I3 = [(a1 + b)/2; d] and I4 = [d; (c + a4)/2] are in-
troduced. The interval I3 intersects with a2, and with I1.
Therefore it receives an additional color. The second inter-
val I4 intersects I3, a3 and I2. Therefore a third new color is
given to it. If I1, I2 receive distinct new colors, the interval
I5 = [(a1+b)/2; (c+a4)/2] is introduced. Since I5 intersects

with I1, I2, a2, a3, it must get a third new color. Every such
interval [a1; a4] is shrunk into a single point containing
3i + 1 colors. Since there are less than 3! colors, and each
point uses exactly 3i + 1 < 3! of them, there are less than
(3!)! such choices, and a large enough number of points,
having the same set of colors, can be picked. The points
containing this exact set of colors become the points of in-
terest of the next phase, and the others become void points
of the next phase. Points that are void points of previous
phases and are not contained in shrunk intervals remain
void points. The only points where the new intervals in-
tersect are points with no previous intervals, and therefore
the clique size increases by 1 exactly.

At this time phase i + 1 can be performed. After phase
!�1, there are at least 3!�2 colors in use and the claim is
proved. Note that prior to that phase, a minimum number
of four points of interest is required.

Applications

In this section, both real-world applications of the prob-
lem, and applications of the methods of Kierstead and
Trotter [11] to related problems, are discussed.

Many applications arise in various communication
networks. The need for connectivity all over the world is
rapidly increasing. On the other hand, networks are still
composed of very expensive parts. Thus application of op-
timization algorithms is required in order to save costs.

Consider a network with a line topology that consists
of links. Each connection request is for a path between
two nodes in the network. The set of requests assigned
to a channel must consist of disjoint paths. The goal is to
minimize the number of channels (colors) used. A connec-
tion request from a to b corresponds to an interval [a; b]
and the goal is to minimize the number of required chan-
nels to serve all requests.

Another network related application is that if the re-
quests have constant duration c, and all requests have to be
served as fast as possible. In this case the colors correspond
to time slots, and the total number of colors corresponds
to the schedule length.

These are just sample applications, the problem can be
described as a scheduling problem as well, and it is clearly
of theoretical interest being a natural online graph color-
ing problem.

Two later studies are of possible interest here, both due
to their relevance to the original problem and for the usage
of related methods.

The applications in networks stated above raise a gen-
eralized problem studied in the recent years. In these ap-
plications, it is assumed that once a connection request be-
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tween two points is satisfied, the channel is blocked at least
for the duration of this request. An interesting question,
that was raised by Adamy and Erlebach [1], is the follow-
ing. Assume that a request consists not only of a requested
interval, but also from a bandwidth requirement. That is,
a customer of a communication channel specifies exactly
how much of the channel is needed. Thus, in some cases it
is possible to have overlapping requests sharing the same
channel. It is required that at every point, the sum of all
bandwidth requirements of requests sharing a color can-
not exceed the value 1, which is the capacity of the chan-
nel. This problem is called online interval coloring with
bandwidth. In the paper [1], a (large) constant competi-
tive algorithm was designed for the problem. The original
interval coloring problem is a special case of this problem
where all bandwidth requests are 1. Note that this problem
is a generalization of bin packing as well, since bin packing
is the special case of the problem where all requests have
a common point. Azar et al. [2] designed an algorithm of
competitive ratio of at most 10 for this problem. This was
done by partitioning the requests into four classes based
on their bandwidth requirements, and coloring each such
class separately. The class of requests with bandwidth in� 1
2 ; 1



was colored using the basic algorithm of [11], since

no two such requests colored with one color can overlap.
The two other classes, which are

�
0; 14



and ( 14 ;

1
2 ] were col-

ored using adaptations of the algorithm of [11]. Epstein
and Levy [7,8] designed improved lower bounds on the
competitive ratio, showing that online interval coloring
with bandwidth is harder than online interval coloring.

Another problem related to coloring is the max color-
ing problem. In this problem each interval is given a non-
negative weight. Given a coloring, the weight of a color
is the maximum weight of any vertex of this color. The
goal is to minimize the sum of weights of the used col-
ors. Note that if all weights are 1, max coloring reduces
to the graph coloring problem. Pemmaraju, Raman and
Varadarajan [13] studied the offline max coloring prob-
lem for interval graphs. They apply an algorithm which
is based on the algorithm of [11]. Thus, they sort the in-
tervals according to their weights, in a monotone non-
increasing order. However, since their algorithm is not on-
line, they exploit the property stated above, that every level
is actually 2-colorable, and thus this results in an offline
2-approximation tomax coloring on interval graphs.

Epstein and Levin [5] studied online max coloring on
interval graphs. They design a general reduction which al-
lows to convert algorithms for graph coloring into algo-
rithms for max coloring. The loss in the competitive ra-
tio is a multiplicative factor of 4 for deterministic algo-
rithms, and a factor of e 	 2:718 for randomized algo-

rithms. Thus, using the algorithm of [11] as a black box,
they obtained a 12-competitive deterministic algorithm
and a 3 � e 	 8:155-competitive randomized algorithm.
Another result of [5] is lower bound of 4 on the competi-
tive ratio of any randomized algorithm.

Open Problems

Since the paper [11] provided a nice and clean solution to
the online interval coloring problem, it does not directly
raise open problems. Yet, one related problem is of inter-
est to researchers over the last thirty years, which is the
performance of First Fit on this problem. It was shown
by Kierstead [10] that First Fit uses at most 40! colors,
thus implying that First Fit has a constant competitive ra-
tio. The quest after the exact competitive ratio was never
completed. The best current published results are an up-
per bound of 10k by [13] and a lower bound of 4.4k by
Chrobak and Slusarek [4]. See [14] for recent develop-
ments. It is interesting to note that for online interval col-
oring with bandwidth, First Fit has an unbounded com-
petitive ratio [1].

Another open problem is to find the best possible com-
petitive ratios for online interval coloring with bandwidth
and for max coloring of interval graphs. As stated above,
the gap for coloring with bandwidth is currently between
24/7 	 3:4286 by [7,8] and 10 [2], and the gap for max
coloring is between 4 and 12 [5].
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ProblemDefinition

The list update problem represents a classical online prob-
lem and, beside paging, is the first problem that was stud-
ied with respect to competitiveness. The list update prob-
lem is to maintain a dictionary as an unsorted linear list.
Consider a set of items that is represented as a linear linked
list. The system is presented with a request sequence � ,
where each request is one of the following operations.
(1) It can be an access to an item in the list, (2) it can be an
insertion of a new item into the list, or (3) it can be a dele-
tion of an item. To access an item, a list update algorithm
starts at the front of the list and searches linearly through
the items until the desired item is found. To insert a new
item, the algorithm first scans the entire list to verify that
the item is not already present and then inserts the item at
the end of the list. To delete an item, the algorithm scans
the list to search for the item and then deletes it.

In serving requests a list update algorithm incurs cost.
If a request is an access or a delete operation, then the in-
curred cost is i, where i is the position of the requested
item in the list. If the request is an insertion, then the cost
is n + 1, where n is the number of items in the list be-
fore the insertion. While processing a request sequence,
a list update algorithm may rearrange the list. Immedi-
ately after an access or insertion, the requested item may
be moved at no extra cost to any position closer to the
front of the list. These exchanges are called free exchanges.
Using free exchanges, the algorithm can lower the cost
on subsequent requests. At any time two adjacent items
in the list may be exchanged at a cost of 1. These ex-
changes are called paid exchanges. The goal is to serve the
request sequence so that the total cost is as small as possi-
ble.

Of particular interest are list update algorithms that
work online, i. e. each request is served without knowl-
edge of any future requests. The performance of online
algorithms is usually evaluated using competitive analysis.
Here an online strategy is compared to an optimal offline
algorithm that knows the entire request sequence in ad-
vance and can serve it withminimum cost. Given a request
sequence � , let A(�) denote the cost incurred by an on-
line algorithm A in serving � , and let OPT(�) denote the
cost incurred by an optimal offline algorithm OPT. On-
line algorithm A is called c-competitive if there is a con-
stant ˛ such that for all size lists and all request sequences
�;A(�) � c�OPT(�)+˛. The factor c is also called the com-
petitive ratio. The competitiveness must hold for all size
lists.

Key Results

There are three well-known deterministic online algo-
rithms for the list update problem.

Algorithm Move-To-Front: Move the requested item
to the front of the list.

Algorithm Transpose: Exchange the requested item
with the immediately preceding item in the list.

Algorithm Frequency-Count: Maintain a frequency
count for each item in the list. Whenever an item is re-
quested, increase its count by 1. Maintain the list so that
the items always occur in nonincreasing order of fre-
quency count.

The formulations of list update algorithms generally
assume that a request sequence consists of accesses only.
It is obvious how to extend the algorithms so that they
can also handle insertions and deletions. On an insertion,
the algorithm first appends the new item at the end of the
list and then executes the same steps as if the item was re-

http://www.math.gatech.edu/~trotter/rprob.htm
http://www.math.gatech.edu/~trotter/rprob.htm
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quested for the first time. On a deletion, the algorithm first
searches for the item and then just removes it.

First consider the algorithms Move-To-Front, Trans-
pose and Frequency-Count. Note thatMove-To-Front and
Transpose are memoryless strategies, i. e. they do not need
any extramemory to decide where a requested item should
be moved. Thus, from a practical point of view, they are
more attractive than Frequency-Count. Sleator and Tar-
jan [16] analyzed the competitive ratios of the three algo-
rithms.

Theorem 1 ([16]) The Move-To-Front algorithm is
2-competitive.

The algorithms Transpose and Frequency-Count are not
c-competitive, for any constant c.

Karp and Raghavan [13] developed a lower bound on
the competitiveness that can be achieved by deterministic
online algorithms. This lower bound implies that Move-
To-Front has an optimal competitive ratio.

Theorem 2 ([13]) Let A be a deterministic online algo-
rithm for the list update problem. If A is c-competitive, then
c � 2.

An interesting issue is randomization in the list up-
date problem. Against adaptive adversaries, no random-
ized online algorithm for list update can be better than
2-competitive, see [6,14]. Thus one concentrates on algo-
rithms against oblivious adversaries.Many randomized al-
gorithms for list update have been proposed [1,2,12,14].
The following paragraphs describe the two most impor-
tant algorithms. Reingold et al. [14] gave a very simple al-
gorithm, called Bit.

Algorithm Bit: Each item in the list maintains a bit
that is complemented whenever the item is accessed. If an
access causes a bit to change to 1, then the requested item
is moved to the front of the list. Otherwise the list remains
unchanged. The bits of the items are initialized indepen-
dently and uniformly at random.

Theorem 3 ([14]) The Bit algorithm is 1.75-competitive
against any oblivious adversary.

Reingold et al. [14] generalized the Bit algorithm and
proved an upper bound of

p
3 	 1:73 against oblivi-

ous adversaries. The best randomized algorithm currently
known is a combination of the Bit algorithm and a deter-
ministic 2-competitive online algorithm called Timestamp
proposed in [1].

Algorithm Timestamp (TS): Insert the requested
item, say x, in front of the first item in the list that pre-
cedes x and that has been requested at most once since the
last request to x. If there is no such item or if x has not been
requested so far, then leave the position of x unchanged.

As an example, consider a list of six items being in the
order L : x1 ! x2 ! x3 ! x4 ! x5 ! x6. Suppose that
algorithm TS has to serve the second request to x5 in the
request sequence � = : : : x5; x2; x2; x3; x1; x1; x5. Items x3
and x4 were requested atmost once since the last request to
x5, whereas x1 and x2 were both requested twice. Thus, TS
will insert x5 immediately in front of x3 in the list. A com-
bination of Bit and TS was proposed by [3].

Algorithm Combination: With probability 4
5 the al-

gorithm serves a request sequence using Bit, and with
probability 1

5 it serves a request sequence using TS.
Combination achieves the best competitive ratio cur-

rently known.

Theorem 4 ([2]) The algorithm Combination is 1.6-com-
petitive against any oblivious adversary.

Ambühl et al. [4] presented a lower bound for randomized
list update algorithms.

Theorem 5 ([4]) Let A be a randomized online algorithm
for the list update problem. If A is c-competitive against any
oblivious adversary, then c � 1:50084.

Using techniques from learning theory, Blum et al. [9] re-
cently gave a randomized online algorithm that, for any
� > 0, is (1:6+�)-competitive and at the same time (1+�)-
competitive against an offline algorithm that is restricted
to serving a request sequence with a static list.

So far this entry has considered online algorithms.
In the offline variant of the list update problem, the en-
tire request sequence � is known in advance. Ambühl [3]
showed that the offline variant is NP-hard.

Reingold et al. [14] studied an extended cost model,
called the Pd model, for the list update problem. In the
Pd model there are no free exchanges and each paid ex-
change costs d. Reingold et al. analyzed deterministic and
randomized strategies in this model.

Many of the concepts shown for self-organizing linear
lists can be extended to binary search trees. The most pop-
ular version of self-organizing binary search trees are the
splay trees presented by Sleator and Tarjan and the reader
is refered to [17].

Regarding the history of the list update problem, prior
to competitive analysis, list update algorithms were stud-
ied in scenarios where request sequences are generated ac-
cording to probability distributions. The asymptotic ex-
pected cost incurred by an online algorithm in serving
a single request was compared to corresponding cost in-
curred by the optimal static ordering. There exists a large
body of literature. Chung et al. [11] showed that, for
any distribution, the asymptotic service cost of Move-To-
Front is at most 
/2 times that of the optimal ordering.
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This bound is tight. Rivest [15] identified distributions on
which Transpose performs better than Move-To-Front.

Applications

Linear lists are one possibility for representing a set of
items. Certainly, there are other data structures such as
balanced search trees or hash tables that, depending on
the given application, can maintain a set in a more effi-
cient way. In general, linear lists are useful when the set
is small and consists of only a few dozen items. The most
important application of list update algorithms are locally
adaptive data compression schemes. In fact, Burrows and
Wheeler [10] developed a data compression scheme using
linear lists that achieves a better compression than Ziv-
Lempel based algorithms. Before the description of that al-
gorithm, the next paragraph first presents a data compres-
sion scheme given by Bentley et al. [8] that is very simple
and easy to implement.

In data compression one is given a string S that shall
be compressed, i. e. that shall be represented using fewer
bits. The string S consists of symbols, where each symbol
is an element of the alphabet ˙ = fx1; : : : ; xng. The idea
of data compression schemes using linear lists it to con-
vert the string S of symbols into a string I of integers. An
encoder maintains a linear list of symbols contained in ˙
and reads the symbols in the string S. Whenever the sym-
bol xi has to be compressed, the encoder looks up the cur-
rent position of xi in the linear list, outputs this position
and updates the list using a list update rule. If symbols to
be compressed are moved closer to the front of the list,
then frequently occurring symbols can be encoded with
small integers. A decoder that receives I and has to recover
the original string S also maintains a linear list of symbols.
For each integer j it reads from I, it looks up the symbol
that is currently stored at position j. Then the decoder up-
dates the list using the same list update rule as the encoder.
As list update rule one may use any (deterministic) online
algorithm. Clearly, when the string I is actually stored or
transmitted, each integer in the string should be coded us-
ing a variable length prefix code.

Burrows and Wheeler [10] developed a very effective
data compression algorithm using self-organizing lists.
The algorithm first applies a reversible transformation to
the string S. The purpose of this transformation is to group
together instances of a symbol xi occurring in S. The re-
sulting string S0 is then encoded using the Move-To-Front
algorithm. More precisely, the transformed string S0 is
computed as follows. Let m be the length of S. The algo-
rithm first computes the m rotations (cyclic shifts) of S
and sorts them lexicographically. Then it extracts the last

character of these rotations. The kth symbol of S0 is the
last symbol of the kth sorted rotation. The algorithm also
computes the index J of the original string S in the sorted
list of rotations. Burrows andWheeler gave an efficient al-
gorithm to recover the original string S given only S0 and
J. The corresponding paper [10] gives a very detailed de-
scription of the algorithm and reports of experimental re-
sults. On the Calgary Compression Corpus [18], the algo-
rithm outperforms the UNIX utilities compress and gzip
and the improvement is 13% and 6%, respectively.

Open Problems

The most important open problem is to determine tight
upper and lower bounds on the competitive ratio that can
be achieved by randomized online list update algorithms
against oblivious adversaries. It is not clear what the true
competitiveness is. It is conjectured that the bound is be-
low 1.6. However, as implied by Theorem 5 the perfor-
mance ratio must be above 1.5.

Experimental Results

Early experimental analyses of the algorithms Move-To-
Front, Transpose and Frequency Count were performed
by Rivest [15] as well as Bentley and McGeoach [7].
A more recent and extensive experimental study was pre-
sented by Bachrach et al. [5]. They implemented and tested
a large number of online list update algorithms on re-
quest sequences generated by probability distributions and
Markov chains as well as on sequences extracted from the
Calgary Corpus. It shows that the locality of reference con-
siderably influences the absolute and relative performance
of the algorithms. Bachrach et al. also analyzed the various
algorithms as data compression strategies.
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ProblemDefinition

A file-caching problem instance specifies a cache size k
(a positive integer) and a sequence of requests to files, each
with a size (a positive integer) and a retrieval cost (a non-
negative number). The goal is to maintain the cache to
satisfy the requests while minimizing the retrieval cost.
Specifically, for each request, if the file is not in the cache,
one must retrieve it into the cache (paying the retrieval
cost) and remove other files to bring the total size of files in
the cache to k or less. Weighted caching, or weighted pag-
ing is the special case when each file size is 1. Paging is the

special case when each file size and each retrieval cost is 1.
Then the goal is to minimize cache misses, or equivalently
the fault rate.

An algorithm is online if its response to each request is
independent of later requests. In practice this is generally
necessary. Standard worst-case analysis is not meaningful
for online algorithms – any algorithm will have some in-
put sequence that forces a retrieval for every request. Yet
worst-case analysis can be done meaningfully as follows.
An algorithm is c(h,k)-competitive if on any sequence � the
total (expected) retrieval cost incurred by the algorithm
using a cache of size k is at most c(h,k) times the mini-
mum cost to handle � with a cache of size h (plus a con-
stant independent of �). Then the algorithm has compet-
itive ratio c(h,k). The study of competitive ratios is called
competitive analysis. (In the larger context of approxima-
tion algorithms for combinatorial optimization, this ratio
is commonly called the approximation ratio.)

Algorithms

Here are definitions of a number of caching algorithms;
first is LANDLORD. LANDLORD gives each file “credit”
(equal to its cost) when the file is requested and not in
cache. When necessary, LANDLORD reduces all cached
file’s credits proportionally to file size, then evicts files as
they run out of credit.

File-caching algorithm LANDLORD Maintain real value
credit[f ] with each file f (credit[ f ] = 0 if f is not in the
cache).

When a file g is requested:
1. if g is not in the cache:
2. until the cache has room for g:
3. for each cached file f : decrease credit[f ] by

� � size[ f ],
4. where� = min f2cache credit[ f ]/size[ f ].
5. Evict from the cache any subset of the zero-credit

files f .
6. Retrieve g into the cache; set credit[g] cost(g).
7. else Reset credit[g] anywhere between its current value
and cost(g).

For weighted caching, file sizes equal 1. GREEDY DUAL is
LANDLORD for this special case. BALANCE is the further
special case obtained by leaving credit unchanged in line 7.

For paging, files sizes and costs equal 1. FLUSH-WHEN-
FULL is obtained by evicting all zero-credit files in line 5;
FIRST-IN-FIRST-OUT is obtained by leaving credits un-
changed in line 7 and evicting the file that entered the
cache earliest in line 5; LEAST-RECENTLY-USED is ob-
tained by raising credits to 1 in line 7 and evicting the least-

ftp://ftp.cpsc.ucalgary.ca:/pub/text.compression/corpus/text.compression.corpus.tar.Z
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recently requested file in line 5. The MARKING algorithm
is obtained by raising credits to 1 in line 7 and evicting
a random zero-credit file in line 5.

Key Results

This entry focuses on competitive analysis of paging and
caching strategies as defined above. Competitive analy-
sis has been applied to many problems other than paging
and caching, and much is known about other methods of
analysis (mainly empirical or average-case) of paging and
caching strategies, but these are outside scope of this entry.

Paging

In a seminal paper, Sleator and Tarjan showed that LEAST-
RECENTLY-USED, FIRST-IN-FIRST-OUT, and FLUSH-
WHEN-FULL are k

ı
(k � h + 1)-competitive [13]. Sleator

and Tarjan also showed that this competitive ratio is the
best possible for any deterministic online algorithm.

Fiat et al. showed that the Marking algorithm is
2Hk-competitive and that no randomized online algo-
rithm is better than Hk-competitive [7]. Here Hk = 1 +
1/2 + � � � + 1/k 	 :58 + ln k. McGeoch and Sleator gave
an optimal Hk-competitive randomized online paging al-
gorithm [12].

Weighted caching

For weighted caching, Chrobak et al. showed that the de-
terministic online BALANCE algorithm is k-competitive
[5]. Young showed that GREEDY DUAL is k

ı
(k � h +

1)-competitive, and that GREEDY DUAL is a primal-dual
algorithm – it generates a solution to the linear-program-
ming dual which proves the near-optimality of the primal
solution [15]. Recently Bansal et al. used the primal-dual
framework to give an O(log k)-competitive randomized
algorithm for weighted caching [1].

File caching

When each cost equals 1 (the goal is to minimize the num-
ber of retrievals), or when each file’s cost equals the file’s
size (the goal is to minimize the total number of bytes re-
trieved), Irani gaveO(log2 k)-competitive randomized on-
line algorithms [8].

For general file caching, Irani and Cao showed that
a restriction of LANDLORD is k-competitive [4]. Indepen-
dently, Young showed that LANDLORD is k

ı
(k � h +

1)-competitive [15].

Other theoretical models

Practical performance can be better than the worst case
studied in competitive analysis. Refinements of the model

have been proposed to increase realism. Borodin et al. [3],
to model locality of reference, proposed the access-graph
model (see also [9,10]). Koutsoupias and Papadimitriou
proposed the comparative ratio (for comparing classes
of online algorithms directly) and the diffuse-adversary
model (where the adversary chooses requests probabilis-
tically subject to restrictions) [11]. Young showed that
any k

ı
(k � h + 1)-competitive algorithm is also loosely

O(1)-competitive: for any fixed "; ı > 0, on any sequence,
for all but a ı-fraction of cache sizes k, the algorithm either
is O(1)-competitive or pays at most " times the sum of the
retrieval costs [15].

Analyses of deterministic algorithms

Here is a competitive analysis of GREEDY DUAL for
weighted caching.

Theorem 1 GREEDY DUAL is k
ı
(k � h + 1)-competitive

for weighted caching.

Proof Here is an amortized analysis (in the spirit of Sleator
and Tarjan, Chrobak et al., and Young; see [14] for a dif-
ferent primal-dual analysis). Define potential

˚ = (h � 1) �
X
f2GD

credit[ f ]

+ k �
X
f2OPT

�
cost( f ) � credit[ f ]

�
;

where GD and OPT denote the current caches of GREEDY
DUAL and OPT (the optimal off-line algorithm that man-
ages the cache to minimize the total retrieval cost), respec-
tively. After each request, GREEDY DUAL and OPT take
(some subset of) the following steps in order.

OPT evicts a file f : Since credit[ f ] � cost( f ), ˚ can-
not increase.

OPT retrieves requested file g: OPT pays cost(g) ; ˚
increases by at most k cost(g).

GREEDY DUAL decreases credit[f ] for all f 2 GD: The
cache is full and the requested file is in OPT but not yet in
GD. So jGDj = k and jOPT \ GDj � h � 1. Thus, the
total decrease in ˚ is �[(h � 1)jGDj � k jOPT \ GDj] �
�[(h � 1)k � k(h � 1)] = 0.

GREEDY DUAL evicts a file f : Since credit[ f ] = 0,˚ is
unchanged.

GREEDY DUAL retrieves requested file g and sets
credit[g] to cost(g): GREEDY DUAL pays c = cost(g). Since
g was not in GD but is in OPT, credit[g] = 0 and ˚ de-
creases by �(h � 1)c + k c = (k � h + 1)c.

GREEDY DUAL resets credit[g] between its current
value and cost(g): Since g 2 OPT and credit[g] only in-
creases,˚ decreases.
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So, with each request: (1) when OPT retrieves a file of
cost c, ˚ increases by at most kc; (2) at no other time does
˚ increase; and (3) when GREEDY DUAL retrieves a file of
cost c, ˚ decreases by at least (k � h + 1)c. Since initially
˚ = 0 and finally ˚ � 0, it follows that GREEDY DUAL’s
total cost times k � h + 1 is at most OPT’s cost times k.

Extension to file caching

Although the proof above easily extends to LANDLORD, it
is more informative to analyze LANDLORD via a general
reduction from file caching to weighted caching:

Corollary 1 LANDLORD is k
ı
(k � h + 1)-competitive for

file caching.

Proof LetW be any deterministic c-competitive weighted-
caching algorithm. Define file-caching algorithm FW as
follows. Given request sequence � , FW simulates W on
weighted-caching sequence � 0 as follows. For each file f ,
break f into size(f ) “pieces” {f i} each of size 1 and
cost cost( f )/size( f ). When f is requested, give a batch
( f1; f2; : : : ; fs)N+1 of requests for pieces to W. Take N
large enough so W has all pieces {f i} cached after the first
sN requests of the batch.

Assume that W respects equivalence: after each batch,
for every file f , all or none of f ’s pieces are in W’s cache.
After each batch, make FW update its cache correspond-
ingly to f f : fi 2 cache(W)g. FW ’s retrieval cost for � is at
mostW’s retrieval cost for � 0, which is at most cOPT(� 0),
which is at most cOPT(� 0). Thus, FW is c-competitive for
file caching.

Now, observe that GREEDY DUAL can be made to re-
spect equivalence.When GREEDY DUAL processes a batch
of requests ( f1; f2; : : : ; fs)N+1 resulting in retrievals, for
the last s requests, make GREEDY DUAL set credit[ fi] =
cost( fi) = cost( f )/s in line 7. In general, restrict GREEDY
DUAL to raise credits of equivalent pieces f i equally in
line 7. After each batch the credits on equivalent pieces
f i will be the same. When GREEDY DUAL evicts a piece
f i, make GREEDY DUAL evict all other equivalent pieces f j
(all will have zero credit).

With these restrictions, GREEDY DUAL respects equiv-
alence. Finally, taking W to be GREEDY DUAL above, FW
is LANDLORD.

Analysis of the randomized MARKING algorithm

Here is a competitive analysis of the MARKING algorithm.

Theorem 2 The MARKING algorithm is 2Hk-competitive
for paging.

Proof Given a paging request sequence � , partition � into
contiguous phases as follows. Each phase starts with the
request after the end of the previous phase and continues
as long as possible subject to the constraint that it should
contain requests to at most k distinct pages. (Each phase
starts when the algorithm runs out of zero-credit files and
reduces all credits to zero.)

Say a request in the phase is new if the item requested
was not requested in the previous phase. Letmi denote the
number of new requests in the ith phase. During phases i�
1 and i, k +mi distinct files are requested. OPT has at most
k of these in cache at the start of the i� 1st phase, so it will
retrieve at leastmi of them before the end of the ith phase.
So OPT’s total cost is at least max

˚P
i m2i ;

P
i m2i+1

�
�P

i mi /2.
Say a non-new request is redundant if it is to a file

with credit 1 and non-redundant otherwise. Each new re-
quest costs the MARKING algorithm 1. The jth non-re-
dundant request costs the MARKING algorithm at most
mi /(k � j + 1) in expectation because, of the k � j + 1
files that if requested would be non-redundant, at most
mi are not in the cache (and each is equally likely to be
in the cache). Thus, in expectation MARKING pays at most
mi +

Pk�mi
j=1 mi /(k � j + 1) � miHk for the phase, and at

most Hk
P

i mi total.

Applications

Variants of GREEDY DUAL and LANDLORD have been in-
corporated into file-caching software such as Squid [6].

Experimental Results

For a study of competitive ratios on practical inputs, see
for example [4,6,14].
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ProblemDefinition
The Byzantine agreement problem (BA) is concerned with
multiple processors (parties, “players”) all starting with
some initial value, agreeing on a common value, despite
the possible disruptive or evenmalicious behavior of some
them. BA is a fundamental problem in fault-tolerant dis-
tributed computing and secure multi-party computation.

The problem was introduced by Pease, Shostak and
Lamport in [18], who showed that the number of faulty
processors must be less than a third of the total number
of processors for the problem to have a solution. They
also presented a protocol matching this bound, which re-
quires a number of communication rounds proportional
to the number of faulty processors—exactly t + 1, where t
is the number of faulty processors. Fischer and Lynch [10]
later showed that this number of rounds is necessary in the
worst-case run of any deterministic BA protocol. Further-
more, the above assumes that communication takes place
in synchronous rounds. Fischer, Lynch and Patterson [11]
proved that no completely asynchronous BA protocol can
tolerate even a single processor with the simplest form of
misbehavior—namely, ceasing to function at an arbitrary
point during the execution of the protocol (“crashing”).

To circumvent the above-mentioned lower bound on
the number of communication rounds and impossibility
result, respectively, researchers beginning with Ben-Or [1]
and Rabin [19], and followed by many others (e. g., [3,5])
explored the use of randomization. In particular, Rabin
showed that linearly resilient BA protocols in expected
constant rounds were possible, provided that all the parties
have access to a “common coin” (i. e., a common source
of randomness)—essentially, the value of the coin can be
adopted by the non-faulty processors in case disagreement
at any given round is detected, a process that is repeated
multiple times. This line of research culminated in the
unconditional (or information-theoretic) setting with the
work of Feldman and Micali [9], who showed an efficient
(i. e., polynomial-time) probabilistic BA protocol tolerat-
ing the maximal number of faulty processors1 that runs in
expected constant number of rounds. The main achieve-
ment of the Feldman–Micali work is to show how to ob-
tain a shared random coin with constant success proba-
bility in the presence of the maximum allowed number of
misbehaving parties “from scratch”.

Randomization has also been applied to BA protocols
in the computational (or cryptographic) setting and for
weaker failure models. See [6] for an early survey on the
subject.

Notations

Consider a set P = fP1; P2; � � � ; Png of processors (prob-
abilistic polynomial-time Turing machines) out of which
t, t < n may not follow the protocol, and even collude
and behave in arbitrary ways. These processors are called

1Karlin and Yao [14] showed that the maximum number of faulty
processors for probabilistic BA is also t < n

3 , where n is the total
number of processors.
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faulty; it is useful to model the faulty processors as be-
ing coordinated by an adversary, sometimes called a t-
adversary.

For 1 � i � n, let bi, bi 2 f0; 1g denote party Pi’s ini-
tial value. The work of Feldman and Micali considers the
problem of designing a probabilistic BA protocol in the
model defined below.

SystemModel

The processors are assumed to be connected by point-to-
point private channels. Such a network is assumed to be
synchronous, i. e., the processors have access to a global
clock, and thus the computation of all processors can pro-
ceed in a lock-step fashion. It is customary to divide the
computation of a synchronous network into rounds. In
each round, processors send messages, receive messages,
and perform some local computation.

The t-adversary is computationally unbounded, adap-
tive (i. e., it chooses which processors to corrupt on the fly),
and decides on the messages the faulty processors send in
a round depending on the messages sent by the non-faulty
processors in all previous rounds, including the current
round (this is called a rushing adversary).

Given the model above, the goal is to solve the problem
stated in the � Byzantine Agreement; that is, for every set
of inputs and any behavior of the faulty processors, to have
the non-faulty processors output a common value, subject
to the additional condition that if they all start the compu-
tation with the same initial value, then that should be the
output value. The difference with respect to the other entry
is that, thanks to randomization, BA protocols here run in
expected constant rounds.

Problem 1 (BA)
Input: Each processor Pi, 1 � i � n, has bit bi.
Output: Eventually, each processor Pi, 1 � i � n, outputs
bit di satisfying the following two conditions:
� Agreement: For any two non-faulty processors Pi and Pj,

di = dj .
� Validity: If bi = bj = b for all non-faulty processors Pi

and Pj, then di = b for all non-faulty processors Pi.

In the above definition input and output values are from
f0; 1g. This is without loss of generality, since there is
a simple two-round transformation that reduces a multi-
valued agreement problem to the binary problem [20].

Key Results

Theorem 1 Let t < n
3 . Then there exists a polynomial-

time BA protocol running in expected constant number of
rounds.

The number of rounds of the Feldman–Micali BA proto-
col is expected constant, but there is no bound in the worst
case; that is, for every r, the probability that the protocol
proceeds for more than r rounds is very small, yet greater
than 0—in fact, equal to 2�O(r). Further, the non-faulty
processors may not terminate in the same round.2

The Feldman–Micali BA protocol assumes syn-
chronous rounds. As mentioned above, one of the mo-
tivations for the use of randomization was to overcome
the impossibility result due to Fischer, Lynch and Pater-
son [11] of BA in asynchronous networks, where there
is no global clock, and the adversary is also allowed to
schedule the arrival time of a message sent to a non-faulty
processor (of course, faulty processors may not send any
message(s)). In [8], Feldman mentions that the Feldman–
Micali BA protocol can be modified to work on asyn-
chronous networks, at the expense of tolerating t < n

4
faults. In [4], Canetti and Rabin present a probabilistic
asynchronous BA protocol for t < n

3 that differs from the
Feldman–Micali approach in that it is a Las Vegas proto-
col—i. e., it has non-terminating runs, but when it termi-
nates, it does so in constant expected rounds.

Applications

There exists a one-to-one correspondence, possibility- and
impossibility-wise between BA in the unconditional set-
ting as defined above and a formulation of the problem
called the “Byzantine generals” by Lamport, Shostak and
Pease [16], where there is a distinguished source among
the parties sending a value, call it bs, and the rest of the
parties having to agree on it. The Agreement condition re-
mains unchanged; the Validity condition becomes

� Validity: If the source is non-faulty, then di = bs for all
non-faulty processors Pi.

A protocol for this version of the problem realizes a func-
tionality called a “broadcast channel” on a network with
only point-to-point connectivity. Such a tool is very use-
ful in the context of cryptographic protocols and secure
multi-party computation [12]. Probabilistic BA is particu-
larly relevant here, since it provides a constant-round im-
plementation of the functionality. In this respect, without
any optimizations, the reported actual number of expected
rounds of the Feldman–Micali BA protocol is at most 57.

2Indeed, it was shown by Dwork and Moses [7] that at least t + 1
rounds are necessary for simultaneous termination. In [13], Goldre-
ich and Petrank combine “the best of both worlds” by showing a BA
protocol running in expected constant number of rounds which al-
ways terminates within t + O(log t) rounds.
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Recently, Katz and Koo [15] presented a probabilistic BA
protocol with an expected number of rounds at most 23.

BA has many other applications. Refer to the� Byzan-
tine Agreement, as well as to, e. g., [17] for further discus-
sion of other application areas.
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ProblemDefinition

The classical Stable Marriage problem (SM), first stud-
ied by Gale and Shapley [5], is introduced in � Sta-
ble Marriage. An instance of SM comprises a set M =
fm1; : : : ;mng of n men and a set W = fw1; : : : ;wng

of n women, and for each person a preference list, which
is a total order over the members of the opposite sex.
A man’s (respectively woman’s) preference list indicates
his (respectively her) strict order of preference over the
women (respectively men). A matching M is a set of n
man–woman pairs in which each person appears exactly
once. If the pair (m,w) is in the matchingM thenm and w
are partners in M, denoted by w = M(m) and m = M(w).
Matching M is stable if there is no man m and woman w
such thatm prefers w toM(m) and w prefersm toM(w).

The key result established in [5] is that at least one sta-
ble matching exists for every instance of SM. In general
there may be many stable matchings, so the question arises
as to what is an appropriate definition for the ‘best’ stable
matching, and how such a matching may be found.

Gale and Shapley described an algorithm to find a sta-
ble matching for a given instance of SM. This algorithm
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may be applied either from the men’s side or from the
women’s side. In the former case, it finds the so-called
man-optimal stable matching, in which each man has the
best partner, and each woman the worst partner, that is
possible in any stable matching. In the latter case, the
woman-optimal stable matching is found, in which these
properties are interchanged. For some instances of SM, the
man-optimal and woman-optimal stable matchings coin-
cide, in which case this is the unique stable matching. In
general however, there may be many other stable match-
ings between these two extremes. Knuth [13] was first to
show that the number of stable matchings can grow expo-
nentially with n.

Because of the imbalance inherent, in general, in the
man-optimal and woman-optimal solutions, several other
notions of optimality in SM have been proposed.

A stable matchingM is egalitarian if the sum
X
i

r(mi ;M(mi)) +
X
j

r(wj ;M(wj))

is minimized over all stable matchings, where r(m,w) rep-
resents the rank, or position, of w in m’s preference list,
and similarly for r(w,m). An egalitarian stable matching
incorporates an optimality criterion that does not overtly
favor the members of one sex – though it is easy to con-
struct instances having many stable matchings in which
the unique egalitarian stable matching is in fact the man
(or woman) optimal.

A stable matching M is minimum regret if the value
max(r(p;M(p)) is minimized over all stable matchings,
where the maximum is taken over all persons p. A mini-
mum regret stable matching involves an optimality crite-
rion based on the least happy member of the society, but
again, minimum regret can coincide with man-optimal or
woman-optimal in some cases, even when there are many
stable matchings.

A stable matching is rank-maximal (or lexicographi-
cally maximal) if, among all stable matchings, the largest
number of people have their first choice partner, and sub-
ject to that, the largest number have their second choice
partner, and so on.

A stable matchingM is sex-equal if the difference
ˇ̌
ˇ
X
i

r(mi ;M(mi)) �
X
j

r(wj;M(wj))
ˇ̌
ˇ

is minimized over all stable matchings. This definition is
an explicit attempt to ensure that one sex is treated no
more favorably than the other, subject to the overriding
criterion of stability.

In the weighted stable marriage problem (WSM), each
person has, as before, a strictly ordered preference list, but

the entries in this list have associated costs or weights –
wt(m,w) represents the weight associated with woman w
in the preference list of man m, and likewise for wt(w,m).
It is assumed that the weights are strictly increasing along
each preference list.

A stable matchingM in an instance of WSM is optimal
if
X
i

wt(mi ;M(mi)) +
X
j

wt(wj;M(wj))

is minimized over all stable matchings.
A stable matching M in an instance of WSM is bal-

anced if

max

0
@X

i

wt(mi ;M(mi));
X
j

wt(wj;M(wj))

1
A

is minimized over all stable matchings.
These same forms of optimality may be defined in the

more general context of the Stable Marriage problem with
Incomplete Preference Lists (SMI) –see � Stable Mar-
riagefor a formal definition of this problem.

Again as described in � Stable Marriage, the Stable
Roommates problem (SR) is a non-bipartite generalization
of SM, also introduced by Gale and Shapley [5]. In contrast
to SM, an instance of SR may or may not admit a stable
matching. Irving [9] gave the first polynomial-time algo-
rithm to determine whether an SR instance admits a stable
matching, and if so to find one such matching.

There is no concept of man or woman optimal in the
SR context, and nor is there any analogue of sex-equal or
balanced matching. However, the other forms of optimal-
ity introduced above can be defined also for instances of
SR and WSR (Weighted Stable Roommates).

A comprehensive treatment ofmany aspects of the Sta-
ble Marriage problem, as of 1989, appears in the mono-
graph of Gusfield and Irving [6].

Key Results

The key to providing efficient algorithms for the vari-
ous kinds of optimal stable matching is an understand-
ing of the algebraic structure underlying an SM instance,
and the discovery of methods to exploit this structure.
Knuth [13] attributes to Conway the observation that the
set of stable matchings for an SM instance forms a dis-
tributive lattice under a natural dominance relation. Irving
and Leather [11] characterized this lattice in terms of so-
called rotations – essentially minimal differences between
lattice elements – which can be efficiently computed di-
rectly from the preference lists. The rotations form a nat-
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ural partial order, the rotation poset, and there is a one-to-
one correspondence between the stable matchings and the
closed subsets of the rotation poset.

Building on these structural results, Gusfield [8] gave
a O(n2) algorithm to find aminimum-regret stable match-
ing, improving an earlier O(n4) algorithm described by
Knuth [13] and attributed to Selkow. Irving et al. [10]
showed how application of network flow methods to the
rotation poset yield efficient algorithms for egalitarian and
rank-maximal stable matchings, as well as for an optimal
stable matching in WSM. These algorithms have com-
plexities O(n4), O(n5 log n log n) and O(n4 log n) respec-
tively. Subsequently, by using an interpretation of a sta-
ble marriage instance as an instance of 2-SAT, and with
the aid of a faster network flow algorithm exploiting the
special structure of networks representing SM instances,
Feder [3,4] reduced these complexities to O(n3), O(n3:5)
and O(min(n;

p
K)n2 log(K/nn + 2)) respectively, where

K is the weight of an optimal solution.
By way of contrast, and perhaps surprisingly, the prob-

lems of finding a sex-equal stable matching for an instance
of SM and of finding a balanced stable matching for an in-
stance of WSM have been shown to be NP-hard [2,12].

The following theorem summarizes the current state of
knowledge regarding the various flavors of optimal stable
matching in SM andWSM.

Theorem 1 For an instance of SM:
(i) A minimum regret stable matching can be found in

O(n2) time.
(ii) An egalitarian stable matching can be found in O(n3)

time.
(iii) A rank-maximal stable matching can be found in

O(n3:5) time.
(iv) The problem of finding a sex-equal stable matching is

NP-hard.
For an instance of WSM:

(v) An optimal stable matching can be found in
O(min(n;

p
K)n2 log(K/n2 + 2)) time, where K is the

weight of an optimal solution.
(vi) The problem of finding a balanced stable matching is

NP-hard, but can be approximated within a factor of 2
in O(n2) time.

Among related problems that can also be solved efficiently
by exploitation of the rotation structure of an instance of
SM are the following [8]:
� all stable pairs, i. e., pairs that belong to at least one sta-

ble matching, can be found in O(n2) time;
� all stable matchings can be enumerated in O(n2 + kn)

time, where k is the number of such matchings.

Results analogous to those of Theorem 1 are known for
the more general SMI problem. In the case of the Stable
Roommates problem (SR), some of these problems appear
to be harder, as summarized in the following theorem.

Theorem 2 For an instance of SR:
(i) A minimum regret stable matching can be found in

O(n2) time [7].
(ii) The problem of finding an egalitarian stable match-

ing is NP-hard. It can be approximated in polynomial
time within a factor of ˛ if and only if minimum vertex
cover can be approximated within ˛ [1,2].
For an instance of WSR (weighted stable roommates):

(iii) The problem of finding an optimal stable matching is
NP-hard, but can be approximated within a factor of 2
in O(n2) time [3].

Applications

The best known and most important applications of
stable matching algorithms are in centralized matching
schemes in the medical and educational domains. � Hos-
pitals / Residents Problem includes a summary of some of
these applications.

Open Problems

There remains the possibility of improving the complexity
bounds for some of the optimization problems discussed,
and for finding better polynomial-time approximation al-
gorithms for the various NP-hard problems.
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